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Listing 1 C+H+ I & % 524&H]

1 #include<bits/stdc++.h>

2 using namespace std;

3

4 int main() {

5 int a, b;

6 cin >> a >> b;

7 cout << max({a + b, a - b, a * b}) << endl;
8 return 0;

9 }
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K, X = map(int, input().split())
for i in range(X - K + 1, X + K):
if i <X+ K- 1:
print(i, end=' ')
else:

print (i)

K, X = map(int, input().split())
print(' '.join(map(str, range(X - K + 1, X + K))))
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A: +-x

Implement the instructions given in the problem statement, just output the maximum of A+ B, A —

B, A x B. A sample implementation in C++ is shown below.

Listing 1 An implementation example in C++

1 #include<bits/stdc++.h>

2 using namespace std;

3

4 int main() {

5 int a, b;

6 cin >> a >> b;

7 cout << max({a + b, a - b, a * b}) << endl;
8 return O;

9 }
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B: One Clue

(Original writer: DEGwer, preparation and editorial: evaim)

Let the leftmost black stone (the stone with the least coordinate) be L, then the coordinates of K
black stones will be L, L +1,..., L+ K — 1.

Since the stone at coordinate X is black, L isone of X — K +1, X — K +2,...,X. Therefore, possible
coordinates of black stone are those 2K — 1 values: X — K+ 1, X -K+2,... X+ K —1.

The remaining task is a pure programming task, so we’ll show you two implementation examples in

Python instead of explanation. B Similar implementation should be possible in other languages.

K, X = map(int, input().split())
for i in range(X - K + 1, X + K):
if i <X+ K- 1:
print(i, end=' ')
else:

print (i)

K, X = map(int, input().split())
print(' '.join(map(str, range(X - K + 1, X + K))))

*1 In fact, you can remove the third, fifth and sixth lines from the first implementation, and output a whitespace instead
of newline after the last coordinate. Not only AtCoder, but many competitive programming’s judge is tolerant to
?whitespace-like letters” in many cases. Though, thinking about the visibility shown in terminals, we recommend
you print new line at the end of the output
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C: Green Bin

(Original writer: yokozuna57, preparation and editorial: evima)

First, given two strings s, t, there are the following two ways to check if s is an anagram of ¢:

1. For 26 kinds of alphabets, check if how many of them appears in s and ¢, and check if those
alphabets appears same the same time.

2. Sort both strings and check if it corresponds.

This time there are at most 100 million strings, so if you try to check for all pairs (at most about 5
billions), it will not finish in time limit. The following is the optimized version of the second way, using

the third input example:

1. Sort s; = abaaaaaaaa and get aaaaaaaaab .

2. Sort s = oneplustwo and get elnoopstuw .

3. Sort s3 = aaaaaaaaba and get aaaaaaaaab . It has been appeared 1 time before, so add 1 to the
answer.

4. Sort s4 = twoplusone and get elnoopstuw . It has been appeared 1 time before, so add 1 to the
answer.

5. Sort s; = aaaaaaaaba and get aaaaaaaaab . It has been appeared 2 time before, so add 2 to the

answer.

The step of calculating ”it has been appeared 1 times” and so on can be implemented with hash
tables (C++’s unordered_map, Java’s HashMap, Python’s dictionary etc.) so that it works in a linear
time. Otherwise, you can sort N ”essences” obtained from N strings, but it may not fit the time limit,

depending on programming languages.
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D: Summer Vacation

If you dream of earning enough money to take a trip for Okinawa, this problem may be solved easily
(Okinawa is one of the most famous tourist spot in Japan). You have to receive the rewards no later
than M days later, so in the day i (1 < i < M) days before the day M days after today, you can only
choose one-off job such that A; < . This kind of problem often becomes clearer if you examine the
harder constrains first. Actually, if you check them back to forth (starting from the day 1 day after the
day M days after today), you can choose j such that B; is maximum among the js such that A; <1
(let it be jq), then choose j such that B; is maximum among the js such that A; <2 and j # ji, ... and
so on, you can find the optimal answerf2.

Next, let’s think about the implementation. The operations needed are

e to add a candidate

e pop the maximum value from the candidates

and each of them are done O(N),O(M) times. If you use priority queue™, you can perform those
operations fast.

By implementing it, you can solve this problem in a total of O(M + NlogN) time.

Another Solution

Here is a little advanced solution. Briefly, the set of possible selection is a matroid, so it can be solved
greedily. Also, the behavior of min-cost flow algorithm is the same.

First, matroid is a finiteE? family of setEd I with the following axioms:

1. An empty set is an element of I.

2. When a set X is an element of I, any subset Y of X is an element of I.

3. If a pair of set X,Y with different number of elements (|X| < |Y]) are both contained in I, then
there exist an element v which is in Y but not in X, such that after v is added to X it is still an

element of I.
This time, it’s like as follows. Let I be the set of possible selectionEd.

1. An empty set (choosing none of the jobs) is an element of I (in other words, it’s a possible

selection).

*2 this can be proved by rephrasing this problem into minimum-cost flow problem. However, solving it as an minimum-
cost flow problem takes a total of O(M (N + M)log(N + M)) time, so it won’t fit in time limit.

*3 We will not explain the structure of priority queue here. It can operate addition of element and removal of maximum
element in O(logX) time, and find maximum value in O(1) time. In C++, it is provided in the standard C++ library
(STL).

*4 That means that the set contains finite number of elements.

*5 A family of set is a set such that its element is a set, or a set of set.

*6 A maximum selection is a selection of jobs, possibly not an optimal answer. This time, a set of indices such that
there exists an assignment of those job into what day to work, such that all the rewards is paid in time.
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2. If a selection of {iy, s, ..., i }-th job can be assigned into workdays properly so that all the rewards
is paid in time, if you decided not to do some of them and decided to choose {i},5,...,4j} C
{1,142, ..., 1 }, there still exists a valid assignment of workdays.

3. If both selection {iy,ig, ..., 4t} and {41, j2, ..., ji } has a valid assignment and k < [, then there exist

a such that {iy,4s, ..., %k, j» } has valid assignment.

We will not show the proof here, but these 3 conditions holds. so the set of possible selection for this
problem is a matroid. Then what’s a good point in matroid? Let’s assume that a family of sets I is a
matroid, and cost w(x) is determined for any x that can be element of a set in I. This time, for each
one-off job, "reward” is determined, that can be treated as its cost. Let define the cost of X in I as the
sum of costs of each element of the set, >y w(z). If w(y) > 0 for all y, you can find the maximum
cost of elements in I greedil.

A greedy algorithm for a matroid I is as follows:

1. Let S be an empty set (in which elements are to be added one by one later to construct an optimal
solution). According to the first axiom of matroid, S € I holds.
2. Sort the possible elements of solution (that is, the day-off jobs this time) and let it be x1, xa, ..., Tx.
3. For y = x1,x2, ...,z N, do the following:
(a) If even after y is added to S, it is still an element of I (that is SU {y} € I), then add y to S.
4. Output S (S is an optimal answer).

In the algorithm above, the steps that depend on matroid is the judgement step of ”check if even after
y is added to S it’s still in I.” If you rephrase ”check if even after y is added to .S it’s still in I” for this
problem, it is ”whether a set of indices of one-day off jobs S U {y} = {i1,42, ...,k } is a possible selection
or not, in other words, all the rewards can be obtained until M days after today.” If you judge this
naively, it takes a total of O(N?) and won’t finish in time. Thinking a little more carefully, it appears
that the two conditions, whether 1,15, ...,%; can be assigned to workdays properly, and whether these

can be assigned in an arbitrary order as follows, is equivalent.

1. Assign them randomly. Let the current assignment be x.

2. Try to assign it to the day z days after the day M days after today. If not possible (that is, if
there exist some other day-off jobs), try to assign it to the day = — 1 days after the day M days
after today. If not possible (that is, if there exist some other day-off jobs), try to assign it to the
day x — 2 days after the day M days after today. After checking until the first day, if it was not

possible to assign to all the days, then it fails to assign.

Therefore, the second procedure above can be judged rapidly if such value can be found rapidly: the
latest day that is before the day x days after the day M days after today, such that none of the jobs
is assigned to. If you use a segment tree that provides maximum value of segments and update of one
element, it can be judged in O(logM) for y while saving the assignment information of S. So, it can be
solved in a total of O(NlogN + NlogM) time.

You can make the judge faster by using a segment tree that provides segment sum combined with
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binary search instead of a segment tree that provides minimum of segments, or solve this problem
without considering proper assignments, instead using a self-balancing binary tree that provides segment
sums, segment minimums, and one-element updates.

As we stated in the beginning of this section, if you consider the behavior when the problem is regarded
as a min-cost flow, the behavior is same to that of matroid, so you can solve the problem by making it

faster.
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E: Coins Respawn

(Original writer: TH19980412, preparation and editorial: evima)

Instead of paying 1" x P coins at the end of the game, if you decide to pay P coins every time you
traverse an edge (and allow having negative number of coins), you don’t have to think about the time
order of events. What we want to find is the maximum cost of path from vertex 1 to vertex IV, where
cost of each edge i is set to C; — P. If you multiply the cost by —1, the problem becomes a shortest-path
problem.

One of the famous algorithms to find shortest path is Dijkstra’s algorithm (Link to Wikipedia article),

but this time there exist edges with negative cost, so it cannot be applied. Floyd — Warshall algorithm (Link to Wikipedia

supports edges with negative costs, but it needs a total of O(V3) time where V is number of vertex, so
it is a little bit difficult to finish in time.
The algorithm that should be used this time is Bellman — Ford algorithm (Link to Wikipedia article).

This algorithm supports edges with negative costs and works in O(V E) time where V' is number of vertices
and F is number of edges. If you apply almost directly to the graph mentioned above, you can solve the
problem. Note that it should not misdetect negative cycle that is not concerned with the traverse from

vertex 1 to vertex V.

p2

wrong.)
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F: Polynomial Construction

(Original writer: potetisensei, preparation and editorial: evima)

For an integer i (1 < ¢ < p— 1), we call an integer j (1 < j < p— 1) such that ij = 1 (mod p) as
“inverse of i.” When p is prime, there always exists such an integer, and it’s always unique (which will
be explained later).

By assigning ¢ = 0,1,...,p — 1 to the equations f(i) = a; (mod p), we will obtain n simultaneous
equations, and with row reduction just like solving normal linear equations series (except that instead
of dividing with some integer, multiplying its inverse), the (unique) solution can be found in a total of
O(p?) time, but it is not enough. You have to find a solution more directly.

It’s a bit kind of sudden, but the key is Fermat’s little theorem (Link to Wikipedia articld: ”if a is an

integer that is not a multiple of p, then a?~! =1 (mod p).” Before reading further, we recommend you
consider the ways to obtain a polynomial that meets the conditions.

(Continue to next page)
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Here is a way of construction. By Fermat’s little theorem, for any integer j (0 < j < p — 1), the value
of 1 — (z—4)P~tis 1 only if z = j, and 0 otherwise. If you sum them up for all j, that will be the desired
answer.

The remaining task is to expand (z — 7)?~! in O(p) time, in which case the answer can be found
in a total of O(p?) time. For this task you need to calculate binominal coefficients (p ;1), and if you
precalculate inverses of 0!, 1!,...  (p — 1)!, those can be calculated by multiplying (p — 1! by inverse of !
and inverse of (p — 1 — ).

Finally, we will explain how to obtain the inverse of a given number, and its existence (this time
though, brute forcing inverses will meet the time). Applying Fermat’s little theorem again, the inverse of
an integer i (1 <4 < p— 1) can be found as a remainder of #*~2 divided by p, and this can be calculated

by ”exponentiation by squaring.”
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